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ABSTRACT 
 
 

Clustering is one of the important data mining techniques for extracting 

knowledge from datasets in various applications. Most of the clustering algorithms do not 

achieve the majority of the clustering requirements as scalability; discovering clusters of 

different shapes, dealing with noise, dealing with high dimensional data.  

Density-based method is one of the most effective paradigms in cluster analysis 

that detects clusters with arbitrary shapes without acquire the number of clusters in 

advance. DBSCAN discovers the dense regions and identifies them as clusters that are 

separated by low density regions. Several algorithms improve DBSCAN algorithm such 

as fast hybrid density based algorithm “L-DBSCAN” and fast density-based clustering 

algorithm.  

Since clustering algorithms discover clusters, which are not known a priori, the 

final partition of a dataset requires some sort of evaluation in most applications. CDbw 

validity index measures the average density within clusters, Intra_dens(c) with the 

separation of clusters Sep(c), where c is the number of clusters discovered in the dataset. 

CDbw increases when clusters are highly dense, well separated and the densities in the 

areas among them are low. 

In this thesis, an enhanced density based algorithm is proposed that improves fast 

density based clustering algorithm. The experimental results show that the new algorithm 

is superior to L-DBSCAN and fast density-based clustering and DBSCAN algorithms in 

more specific aspects, like running time, clusters’ compactness in terms of intra-cluster 

density and clusters’ separation in terms of inter-cluster density. 
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